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ABSTRACT

It has been known for three decades that in the case of buoyancy-driven flows the widely used second-
order closure (SOC) level-2.5 turbulence models exhibit divergences that render them unphysical in certain
domains. This occurs when the dimensionless temperature gradient Gh (defined below) approaches a
critical value Gh(cr) of the order of 10; thus far, the divergences have been treated with ad hoc limitations
of the type

Gh � Gh�cr� � 10, Gh � ��2g�
�T

�z
,

where � is the eddy turnover time scale, g is the gravitational acceleration, � is the coefficient of thermal
expansion, T is the mean potential temperature, and z is the height. It must be noted that large eddy
simulation (LES) data show no such limitation. The divergent results have the following implications. In
most of the �T/�z 	 0 portion of a convective planetary boundary layer (PBL), a variety of data show that
� increases with z, ��T/�z decreases with z, and Gh decreases with z. As one approaches the surface layer
from above, at some zcr (�0.2H, H is the PBL height), Gh approaches Gh(cr) and the model results diverge.
Below zcr, existing models assume the displayed equation above. Physically, this amounts to artificially
making the eddy lifetime shorter than what it really is. Since short-lived eddies are small eddies, one is
essentially changing large eddies into small eddies. Since large eddies are the main contributors to bulk
properties such as heat, momentum flux, etc., the artificial transformation of large eddies into small eddies
is equivalent to underestimating the efficiency of turbulence as a mixing process.

In this paper the physical origin of the divergences is investigated. First, it is shown that it is due to the
local nature of the level-2.5 models. Second, it is shown that once an appropriate nonlocal model is em-
ployed, all the divergences cancel out, yielding a finite result. An immediate implication of this result is the
need for a reliable model for the third-order moments (TOMs) that represent nonlocality. The TOMs must
not only compare well with LES data, but in addition, they must yield nondivergent second-order moments.

1. Second-order closure model equations
For simplicity, we study a purely convective plan-

etary boundary layer (PBL). The governing equations
for the second moments are [see Mellor and Yamada
(1974, 1982, hereafter MY74 and MY82, respectively);
Eqs. (A16)–(A45) in Canuto (1994); Cheng et al. (2002,
hereafter CCH), their Eqs. (2a)–(4b)]:
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In Eqs. (1a)–(1e) the dependent variables are the
vertical and horizontal components w2 and u2 of twice
the turbulent kinetic energy K, the heat flux w�, the
turbulent temperature variance �2, and K; � is the eddy
turnover time scale, g is the gravitational acceleration,
� is the coefficient of thermal expansion, T is the mean
potential temperature, p is the pressure fluctuation, and
z is the height; the 
s are the model constants following
CCH. The terms Fw, w2�, and w�2 are the third-order
moments (TOMs) that will be discussed below.

2. Third-order moments

Until 1994, all models for the TOMs were heuristic
and most of them used the so-called downgradient ap-
proximation (DGA). Canuto et al. (1994) were the first
to analytically solve the dynamic equations for the
TOMs under the quasi-normal approximation (QNA)
for the fourth-order moments. The resulting TOMs ex-
hibited new and unexpected features. 1) Every TOM
turned out to be given by the sum of the gradients of all
second-order moments rather than by the gradient of
only one of them, as assumed in the DGA; 2) the model
TOMs compared favorably with LES data; and 3) the
model TOMs when used in a full simulation of a con-
vectively driven PBL compared satisfactorily with
available data. For further studies on this topic, see
Zilitinkevich et al. (1999, their section 3) and Canuto et
al. (2001a,b, their sections 3).

3. The divergence problem in the local
approximation

Studies of turbulence flows can seldom afford to em-
ploy the full set of time-dependent, diffusive Reynolds
stress model (RSM) equations, (1a)–(1e) and, further-
more, the initial/boundary conditions needed to solve
these differential equations may be difficult to obtain.
MY74 and MY82 called the full model the level-4
model; the level-3 models employ only two differential
equations, those for K and �2 (kinetic and potential
energies); level-2.5 models retain only the differential
equation for K; in level-2 models, all the differential
equations reduce to algebraic relations.

In the last 30 years, level-2.5 models have been the
most widely used in geophysical studies of turbulent
mixing in the atmosphere and the ocean. These models
have, however, a serious limitation for they exhibit un-
physical behavior caused by divergences, as we now
discuss. In Eqs. (1a)–(1d) level-2.5 models employ the
following:

�

�t

 0;

�Fw

�z

 0,

�

�z
w2� 
 0,

�

�z
w�2 
 0. �2a�

Thus, the turbulence variables w2, u2, w�, and �2 are
given by a local model. It is in this sense that we refer
to the level-2.5 models as local. The resulting equations
become algebraic relations that can be solved analyti-
cally. In particular, the vertical heat flux is given by

w� 
 �KH

�T

�z
, �2b�

where KH is the heat turbulent diffusivity:

KH 
 K�SH, �2c�

where the dimensionless structure function SH is giv-
en by

SH 

2

3�5 � �4�4 � 3�8�Gh
, Gh 
 ��2g�

�T

�z
. �2d�

Equation (2d) shows that in unstably stratified flows
Gh � 0, SH diverges for some value of Gh (the 
s being
positive). In MY82’s level-2.5 model, SH becomes in-
finity at Gh(cr) � 8.9 and thus an artificial limit was
imposed on the solutions such that

Gh � Gh�cr� � 8.9. �3a�

Due to the difference in modeling the pressure cor-
relations, in the CCH model SH diverges at a different
Gh. Using Table 1 of CCH for the 
s yields

Gh � Gh�cr� � 16. �3b�

The artificial nature of these limitations can be seen
in Fig. 1. Using the large eddy simulation (LES) data of
Mironov et al. (2000), in Fig. 1 we plot Gh versus z/H
(H is the PBL height), which exhibits a smooth behav-
ior and no limitation such as in (3a) and (3b) exists;
however, both the MY82 model and the CCH model
are not realizable for regions of Gh larger than the
limits imposed by Eqs. (3a) and (3b), respectively. In
summary, while the divergences

SH → � as Gh → Gh�cr� �3c�

may be avoided with ad hoc prescriptions such as (3a)
and (3b) or with heuristic arguments that limit the value
of Gh before it reaches the critical values (e.g., Kantha
and Clayson 1994), the root cause of the problem, and
thus its possible cure, have not yet been discussed and
to do so is the main goal of this paper.
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4. Realizability problem of the local model

Schumann (1977) introduced realizability conditions
to be satisfied by turbulence models. As a consequence
of Schwarz’s inequality, he derived the following con-
ditions:

R�� 	 0, for � 
 �, �4a�

R��
2 � R��R��, for � 
 �, �4b�

where R�� 
 u�u� (the Greek indices are not subject to
the summation rule). Consider (4a) with � 
 � 
 1, 2.
We have

u2 	 0, �2 	 0. �4c�

Using the level-2.5 model solutions of the RSM equa-
tions for a purely convective case [Eqs. (15a) and (15b)
in CCH], Eq. (4c) becomes

u2 
 �2 

2
3

K�1 � �4GhSH� 	 0. �4d�

An expression analogous to (4d) exists in the MY82
model [their Eqs. (26) and (32b)]. In level-2.5 models,
as Gh approaches Gh(cr), SH → � and the realizability
condition (4d) is violated.

5. Nonlocality

The first hint as to the cause of the divergence (3c)
comes from considering that it occurs for unstable
stratification. Under such conditions, large eddies
dominate and their sizes can be of the order of the
convective layer itself and yet expressions such as (2b)–
(2d) do not exhibit a dependence on H. Relations (2b)–
(2d) are local since the heat flux at z depends only on
the temperature gradient at the same point. This leads
one to conclude that the need for relations such as (3a)
and (3b) may be ultimately related to the inability of
local expressions such as (2b)–(2d) to fully account for
large eddies. As discussed by Stevens (2000), Ertel
(1942) was the first to suggest that to account for non-
locality, Eq. (2b) must be modified to

w� 
 w��L
� w��NL

, �4e�

where the subscripts L and NL stand for local and non-
local. The local expression is given by Eqs. (2b)–(2d).
In the next section, we derive the nonlocal expression.

6. Nonlocal heat fluxes

In the present study, we will assume that the TOMs
are given by LES data and solve (1a)–(1d) for w2, u2,
w�, and �2 under equilibrium conditions. Instead of (2a)
we use
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�

�z
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Equations (1a)–(1d) are now formally solved analyti-
cally in terms of the TOMs. The local heat flux is still
given by (2b)–(2d):

w��L

 �K�SH

�T

�z
, �5b�

while the nonlocal part has the following form:
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�z
, �5c�

where Fw is given by Eq. (1f) and
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3
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2
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�T

�z
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Two important features need to be stressed. First, the
nonlocal heat flux is represented by the gradient of the
third-order moments:

w�2, w2�, w3, q2w, pw, �5e�

which are proportional to the flux of temperature vari-
ance, the flux of heat flux, the skewness, the flux of
turbulent kinetic energy, and the pressure–velocity cor-

FIG. 1. Both the MY82 model and the CCH model impose limits
[Eqs. (3a)–(3b)] to the value of Gh beyond which the models are
not realizable. However, the LES data of Gh vs z/H (Mironov et
al. 2000, solid line) extend past these limiting values (dotted lines),
indicating the deficiencies of the local models.
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relation. Second, each term in (5b) and (5c) is propor-
tional to SH, which is divergent. However, as we show
below, putting together the divergent local and nonlo-
cal terms, the divergences cancel out exactly to yield a
finite and smooth total flux.

7. Nonlocal u2, w2, and �2

In addition to the nonlocal heat flux, we have also
derived the nonlocal expressions for the components of
the kinetic energy. The results are

u2 
 u2�L
� u2�NL

, �6a�

where

u2�L



2
3

K�1 � �4GhSH�, �6b�

which is just Eq. (4d). The nonlocal part is given by
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where [Fw is defined in Eq. (1f)]:
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Analogously,
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, �7a�
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Finally, the temperature variance is given by
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, �8a�
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1
5

�
�T

�z
C2. �8d�

As in the case of the nonlocal heat flux, two consid-
erations are in order: all the nonlocal terms are ex-
pressed in terms of the TOMs; second, the divergent
function SH is present in all the terms that therefore
individually diverge as one approaches Gh(cr). In the
next section we show that, in the complete expressions
of w�, u2, w2, and �2, the divergences cancel out nu-
merically yielding a finite result for all values of Gh.

8. Numerical results

Following a tradition initiated by Moeng and Wyn-
gaard (1986, 1989) and followed by many others (e.g.,
Holtslag and Moeng 1991; Moeng and Sullivan 1994;
Mironov et al. 2000; Nakanishi 2001; Canuto et al.
2001a; Gryanik and Hartmann 2002), we use the LES
data to compute the terms in the expressions for w�, u2,
w2, and �2 presented above. From our experience, to
assess a relation among different moments, using the
LES data as input is more stringent a test than running
a numerical simulation; the former is a direct and
straightforward procedure while the latter can be af-
fected by many other factors.

To see more clearly how the divergences cancel out,
we rewrite the expression for the complete solution for
the heat flux as follows:
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where
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D � 3�5 � �4�4 � 3�8�Gh. �9c�

On the right-hand side of (9a), the first term corre-

sponds to the local model, the remaining three terms
imply the TOMs, corresponding to the nonlocal terms.
This expression comes from combining Eqs. (5b)–(5d).
As one can see, the denominator will inevitably vanish
at some values of Gh, where the divergence occurs. We
found it convenient to adjust the SOC constant 
8 such
that the numerator and the denominator may vanish
simultaneously, making it possible for the divergences
to cancel out. But this is only a necessary condition to
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remove the singularity. For the cancellation to really
occur in the neighborhood around the zero point of the
denominator and yield a smooth, well-behaved w�, the
numerator, that is, the TOMs, must be reasonably re-
alistic and well behaved, thus, a good quality TOM
model is required. The TOMs obtained from solving the
corresponding dynamic equations with QNA for the
fourth-order moments (FOMs) do not qualify because the
TOM expressions thus obtained diverge themselves.

To be more specific, we use the following procedure
to determine 
8. Using LES data as input, in Fig. 2 we
plot the set of values of 
8 versus Gh that makes D
vanish (thick solid line). Similarly, we also plot values
of 
8 that makes N zero (thin solid line). As seen in the
figure, the value of 
8 (�0.43) is determined as the
intersection of these two curves, since it makes both D
and N go to zero simultaneously. It is important to
stress that for the TOM models of Canuto et al. (1994,
2001a) that are based on the QNA, the above proce-
dure does not work because the TOMs have their own
singularities. Therefore, we rely on the LES data for the
TOMs. The lesson to be learned is that the QNA-based
TOMs, which avoided their own singularities by unre-
alistically reducing Gh and seem pretty close to the LES
values, are actually not sufficiently accurate. Although

w� looks fine, it is at the expense of incorrect Gh, or
T(z). In turn, this means QNA is not appropriate. A
better model for the fourth-order moments will be
needed. One needs both a suitable value of 
8, which is
a second-order closure (SOC) constant, and a high
quality non-Gaussian TOM model to solve the singu-
larity problem.

To obtain a complete cancellation of the divergences
we employed 
8 
 0.427 instead of the CCH value 
8 

0.547. The latter corresponds to the case of isotropic
turbulence, whereas the value used here is closer to the
value suggested by Shih and Shabbir (1992, their ap-
pendix B). To exhibit the cancellation of divergences, in
Fig. 3 we plot each term of the total heat flux w�, where
curve 1 corresponds to the local term in Eq. (9a), curves
2–4 correspond to the three nonlocal terms in Eq. (9a)
in the same order. Due to the zero in D [Eq. (9c)], all
of the four terms in w� diverge at z/H 
 0.16, and each
of them exhibits two discontinuous branches one on
each side of the singular point. We also plot curve 5 that
represents the total heat flux, local plus nonlocal; the
divergences have canceled out entirely. In addition, the

FIG. 2. A procedure is shown to find the suitable value for the
SOC constant 
8. The thick solid line represents the set of possible
values of 
8 that make the denominator of w� in Eq. (9a) vanish,
while the thin solid line represents the set of possible values of 
8
that make the numerator of w� vanish. The intersection of these
two curves yields the preferred value of 
8 that makes both the
denominator and the numerator vanish simultaneously.

FIG. 3. The total heat flux w� given by Eq. (9a), normalized by
its surface value, vs z/H. In Eq. (9a), the profiles of the turbulent
variables K(z), �(z), T(z), and TOMs(z) are taken from the LES
data of Mironov et al. (2000). Curve 1 represents the local heat
flux represented by the first term of Eq. (9a). Curves labeled 2–4
represent the three nonlocal terms [i.e., the second, third, and
fourth terms in Eq. (9a)] while curve 5 is the complete expression
for the heat flux [i.e., the sum of all four terms]. The divergence of
each of the four terms occurs at z/H 
 0.16, but their sum, curve
5, is finite and smooth. The LES data for w� are also plotted as
crosses.
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LES data for w� is plotted as crosses in Fig. 3 for com-
parison purpose. In Fig. 4 we plot for u2, w2, and �2

given by Eqs. (6)–(8) and LES data. The divergence
and violation of the realizability condition discussed
earlier have all disappeared.

The discrepancies near the surface are explained by
Moeng and Sullivan (1994) who pointed out that “the
LES results in the surface layer are not reliable since,
for typical meshes, simulations cannot resolve small but
dominant eddies in the surface layer.” Thus, the dis-
crepancies for z/H 	 0.1 between model results and
LES data may not be significant.

Another point to be noticed is that although the
above analysis has been carried out in the steady-state
limit, it may still be considered as (approximately) valid
even when the flow is perturbed somewhat away from
the equilibrium conditions, since the unrealistic growth
of the second-order moments (SOMs) in the local mod-
els occurs not only at a single parameter value but for a
range of parameter values, as indicated by Fig. 3.

9. Conclusions

The main goal of this paper was to show that in buoy-
ancy-driven flows, the divergences that characterize the
widely used MY-type level-2.5 closure second-order
moments do not represent an intrinsic shortcoming of
the turbulence model. Rather, they are due to the local

approximation. Once the nonlocal terms are properly
accounted for, all divergences cancel out and one ob-
tains finite and well-behaved second-order moments in
the PBL. This poses the obvious question of how to
evaluate the TOMs to represent the nonlocal terms.
Since in this paper we were mainly interested in a proof
of principle, it was natural to employ LES data for the
TOMs. However, using the QNA-based TOMs (e.g.,
from Canuto et al. 1994, 2001a), the cancellation of
divergences does not happen, even if the closure con-
stants are carefully chosen. This indicates that in order
to remove the singularities, one needs both a good SOC
model (obtained here via suitably choosing SOC con-
stants) and a well-behaved non-Gaussian TOM model.
Constructing the latter is quite a demanding task.

The relations between SOMs and TOMs presented
here are derived from the dynamic equations for the
SOMs and are quite general. We analyzed these rela-
tions and their singularities, and discussed under what
conditions the singularities can be removed. We used
LES data to show that this is possible. Work is under
way to derive a new model for the TOMs, which will be
tested under the new, more stringent requirement that
they must yield finite second-order moments.
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